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Abstract
Exhaustive simulation-based verification of safety/mission-critical systems often requires unviable overall comple-
tion times due to the unmanageable number of operational scenarios to be considered. Statistical Model Checking
(SMC), instead, entails randomly evaluating scenarios deemed of interest until statistical guarantees are achieved.

In this short paper, we gather on estimating expected value approximations of system-level properties through
Adaptive Stopping Algorithms (SAs), a particular class of SMC that learns the number of scenarios to be considered.
Our analysis shows that determining upfront the algorithm that will require the fewest samples for the verification
task at hand would be greatly beneficial, as it would allow significant reductions in the overall time. However,
although qualitative criteria have been proposed to guide the choice of the right algorithm, its actual performance
may depend on unknown information (e.g., the actual value to be estimated).
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1. Introduction

The ever-increasing deployment of industrial systems in safety/mission critical domains, such as smart
grids [1, 2, 3, 4], automotive [5, 6], healthcare [7, 8, 9, 10, 11, 12, 13, 14], or avionics [15, 16, 17], among
many others, exasperates the need for intelligent strategies to certify such systems as Quality Guaranteed
(QG) systems [18]. Industrial systems are typically modelled as Cyber-Physical Systems (CPSs) [19], i.e.,
systems integrating a continuous physical part, e.g., interconnected hardware, with a discrete cyber part,
i.e., the software part. In many CPSs, the software part consists of a controller that continuously senses
the state of the system and sends commands to the hardware part to meet system-level specifications
when the system operates in its operational environment, i.e., in presence of inputs and/or additional
uncontrolled events (such as faults, noise signals, collectively referred to as disturbances).

The complexity of industry-level safety/mission critical systems typically makes white-box model-
based approaches such as symbolic techniques, logic or automata (e.g., those discussed in [20, 21, 22,
23, 24, 25, 26, 27, 28, 29, 30]) unviable. In such a context, the system model simulation is the only
viable alternative for evaluating the system’s behaviour in its environment. It is usually supported by
off-the-shelf design tools (e.g., Modelica or Simulink) that enable the mathematical modelling of the
physical part of the system through Ordinary Differential Equations (ODEs).

Among the limitations of the simulation-based verification of CPSs, verifying the system under all
time sequences of disturbances which can possibly materialize (operational scenarios) easily leads to
years of experimental campaigns (e.g., see [31, 32]) and it is a key obstacle to overcome.

Statistical Model Checking (SMC), instead, is a Monte Carlo that evaluates randomly-chosen op-
erational scenarios until the desired statistical guarantees are obtained. In particular, we focus on
Adaptive Stopping Algorithms (SAs), which compute (𝜖, 𝛿)-approximations of the expected value of
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given Key Performance Indicators (KPIs) using as few as possible i.i.d. samples. An (𝜖, 𝛿)-approximation
guarantees that, with probability at least 1− 𝛿, the relative error on the expected value of the system
KPI is bounded by 𝜖.

SAs do not fix the number of required samples in advance but continuously monitor their own
progress and gradually ask for new samples until enough knowledge has been accumulated to compute
an approximation of the quantity of interest with the sought statistical properties. In other words, SAs
are Artificial Intelligence (AI) algorithms that continuously learn when enough samples have been
processed to output the estimate according to complex stopping criteria. The fact that such stopping
criteria depend on the KPI distribution and take into account the progress of the algorithm is necessary
but is not enough in itself to guarantee that the final sample size will not be larger than necessary. This
must be proven by the statistical result from which the stopping criterion has been derived, hence the
difficulty in coming up with new and useful SAs. On such a basis, we consider two state-off-the-art
SAs: the Approximation Algorithm (𝒜𝒜) [33] and the Empirical Bernstein Stopping (EBStop) [34]. These
algorithms are (quasi-) optimal, i.e., they are probabilistically guaranteed to terminate after a number
of samples within a constant factor from the minimum number of samples theoretically needed to
estimate the quantity of interest. In particular, 𝒜𝒜 is well-known to be optimal, whereas EBStop is
quasi-optimal in that sense.

Given the time required to simulate each scenario (from several seconds to minutes) and the huge
number of scenarios expected to be needed for these algorithms to converge, selecting the SA requiring
the least number of samples for the verification at hand may have a significant impact on the overall
completion time, even when parallelization of system model simulations is in place. However, although
qualitative criteria have been proposed to guide the choice of the right algorithm, its actual performance
may depend on unknown information (e.g., the actual value to be estimated). Hence, this paper explores
the benefits and performance gain we would obtain if the right algorithm can be actually determined.

2. State of the art

Statistical Model Checking [35, 36] comprises a set of Monte Carlo–based methods to compute formal (
quality-) guarantees for a variety of purposes such as formal verification [37], optimization of control
strategies [38] and AI-search algorithms [39, 18]. In the context of CPSs, white-box [40] as well as
black-box [41, 42] methodologies based on system modelling formalisms (e.g., see [43, 44, 45]) have
been developed to check satisfaction of formal specifications [46] in many application domains, e.g.,
biological systems [47, 48], automotive [49, 50] or smart grids [51], among others.

Model-based formal verification via SMC can be performed either through off-the-shelf SMC tools
(see, e.g., MultiVeSta [52], PRISM [53], UPPAAL-SMC [54], COSMOS [55], Ymer [56]), or by interfacing
simulator- and model-agnostic algorithms (see, e.g., [57]) to existing commercial (e.g., Dymola, Simulink,
OpalRT) and non-commercial simulators (e.g., OpenModelica), which makes simulable CPS models
available only through such tools (i.e., black-box) [58]. In general, SMC-driven Monte Carlo methods
hold the promise to reduce the time and cost with respect to simulation campaigns that exhaustively
encompass all operational scenarios deemed of interest [59, 60, 61]. Clearly, scaling-up the verification
time can be addressed either by improving or developing new algorithms and approaches [62, 63] or
designing highly parallel architectures safely distributing simulations among several cores (possibly)
over different machines (see, e.g., [64, 65, 66]).

3. Formal Framework

In this section we introduce the mathematical background and the problem statement. We denote with
R, R0+, and R+, respectively, the sets of all, non-negative and positive reals. Given sets 𝐴 an 𝐵, 𝐴𝐵

denotes the set of functions from 𝐵 to 𝐴.



3.1. System Under Verification, Environment and Key Performance Indicators

In our setting, a (black-box) CPS model is described by three connected components: the System Under
Verification (SUV), a stochastic environment and the KPI of interest.

In the following, we treat the SUV as a continuous- or discrete-time black-box input-output determin-
istic causal dynamical system (see, e.g., [67, 68, 69]) that takes as input an operational scenario defined
as a function of controllable and uncontrollable inputs (input functions) and produces a time function of
the system outputs (i.e., output functions or trajectories).

Input functions for the SUV are operational scenarios, and belong to a finitely parametrizable set of
possible scenarios that the system must withstand (stochastic environment), which can be modeled
via a finite real- or discrete-valued parameter vector. A probability density function is defined over
the system operational environment, representing the likelyhoold that each scenario materializes.
Note that an environment is finitely parametrizable when a bijection exists between the environment
parameter space and the space of system inputs. In other words, the operational environment translates
a parametrization of an operational scenarios into an input function for the SUV.

A KPI encodes a metric measure of properties of interest for which system-level specifications must
be satisfied. Since the values of the system KPI is the only output we need from the system, we model
its computation within the system model and define it to be the only output of the system. This leads to
Definition 1, which defines a black-box CPS model.

Definition 1. A black-box CPS model 𝒮 is a tuple (ℋ,𝑊, 𝑃 )where𝑊 ⊆ R𝑛 is the environment parameter
space with 𝑛 > 0, 𝑃 : 𝑊 → [0, 1] is a probability density function over 𝑊 , and ℋ : 𝑊 → [0, 1] is the
system I/O function that computes a metric KPI for a parametrization of an operational scenario. Namely,
ℋ(w) defines the values of the system KPI (normalized between 0 and 1) when the SUV is given as input the
operational scenario encoded by parameter 𝑤.

3.2. QG-verification problem

In our framework, ensuring that a system is quality guaranteed means establishing whether the expected
value of the KPI of interest is below a given threshold 𝑇 .

Definition 2. A QG-verification problem is a tuple (ℋ,𝑊, 𝑃, 𝑇 ), where
• (ℋ,𝑊, 𝑃 ) is a black-box CPS model.
• 𝑇 is a specification threshold that the expected value of the KPI must not exceed.

A solution for the QG-verification problem is an yes/no answer based on establishing whether
𝜇 = E𝑤∈𝑊 [ℋ(𝑤)] ≤ 𝑇 holds, where E𝑤∈𝑊 is the expectation over the environment parameter space
𝑊 . As a result, solving the QG-verification problem means computing the expected value 𝜇 over the
entire set of operational scenarios.

4. Estimating KPIs via Statistical Model Checking

4.1. SMC-based QG-verification problem

An exact computation of 𝜇, however, may be impossible since the scenario parameter space could be
infinite or, anyway, prohibitive. To address this obstacle, Monte Carlo methods can be used to compute
an estimate �̂� of 𝜇. Whereas empirical Monte Carlo methods do not provide any formal (quality-)
guarantees of the computed approximation (and this is an unviable option for safety/mission-critical
domains), SMC algorithms in [33, 34] are (𝜖, 𝛿)-approximation algorithms designed to output, with
probability at least 1 − 𝛿, an estimate �̂� for which |�̂� − 𝜇| < 𝜇𝜖 holds given 𝜖, 𝛿 ∈ (0, 1). Namely,
𝑃𝑟{(1 − 𝜖)𝜇 ≤ �̂� ≤ (1 + 𝜖)𝜇} ≥ 1 − 𝛿. From this, we obtain that, with probability at least 1 − 𝛿,
�̂�

1+𝜖 ≤ 𝜇 ≤ �̂�
1−𝜖 holds. Hence, the QG-verification problem is cast to an SMC-based QG-verification

problem, whose solution is a yes/no answer that consists of establishing whether �̂�
1−𝜖 ≤ 𝑇 holds.



4.2. 𝒜𝒜 and EB(G)Stop

According to Definition 1, we restrict our analysis to SAs such that: 1) they output �̂� ∈ (0, 1]; 2) they use
mean and variance to adaptively determine when enough samples have been produced. In particular,
we focus on the Approximation Algorithm (𝒜𝒜) [33] and the Empirical Bernstein Stopping (EBStop) [34].

𝒜𝒜 is a three-phase algorithm that computes an approximation �̂� of the mean 𝜇 > 0 of a non-
negative random variable in [0, 1]. With 𝜖, 𝛿 ∈ (0, 1) given as input, the first phase outputs an initial
(min {1/2,

√
𝜖} , 𝛿/3)-approximation �̃� with 𝑁1 samples, which is in turn exploited to provide an

approximation �̂� of the variance 𝜌 with 𝑁2 samples in the second phase. Finally, the third phase uses �̃�
and �̂� to compute an (𝜖, 𝛿)-approximation �̂� of 𝜇. Hence, the overall number of samples required to
produce the estimate is 𝑁 = 𝑁1 +𝑁2 +𝑁3.

EBStop is a sequential algorithm that outputs an (𝜖, 𝛿)-approximation �̂� of the expected value 𝜇 ̸= 0
of a random variable in [𝑎, 𝑏] with 𝜖, 𝛿 ∈ (0, 1) given as input. It uses the Bernstein Inequality, together
with the sample mean and variance, to establish when enough samples have been produced and the
stopping criterion has been reached. In [34], EBGStop, an improved version of EBStop, is provided. It
incorporates the geometric sampling schedule, resulting in a tighter confidence interval. This feature
ensures EBGStop reaches the stopping condition after fewer samples than EBStop. Hence, we select
EBGStop for our purposes.

In [34], the authors claim that if ln( 𝑅
𝜇𝜖) is significantly larger than 1/𝛿, then 𝒜𝒜 would outperform

EBGStop, where 𝑅 is the range of the random variable (𝑅 is always 1 in our framework), Being,
however, a qualitative analysis, it is not possible to select a priori the most suitable algorithm for
a given verification problem; the KPI distribution is typically unknown, and which algorithm takes
fewer samples between 𝒜𝒜 and EBStop for given 𝜖, 𝛿 is hard to predict. This is a crucial drawback,
especially in the context of simulation-based verification of CPSs where producing each sample requires
to numerically simulate the system model under the randomly generated scenarios, and each simulation
may take seconds to minutes, depending on the complexity of the system.

5. Experimental results

This section outlines the impact of using 𝒜𝒜 and EBGStop for SMC-driven simulation-based verification
on a Simulink/Stateflow case study. Our experiments show the benefit (i.e., the reduction in the number
of samples and completion time) if we would able to select in advance the algorithm that takes fewer
samples at hand for several configuration of 𝜖 and 𝛿.

5.1. Case Study

We selected the Apollo Lunar Module Autopilot (ALMA) model as an industry-scale system that has
been widely adopted in the literature on simulation-based verification (e.g., see [59, 60]). It defines the
logic of the phase-plane control algorithm for the autopilot program of the lunar module used in the
Apollo 11 mission. The ALMA model is equipped with 3 sensors (yaw, pitch, roll) and 16 reaction jets
that actuate a rotation over one or more axes. In every space mission (system simulation), the controller
takes as input a request to change the module’s attitude and computes which reaction jets need to be
activated to achieve the desired rotation. The goal of the system is to successfully perform the rotation
and stabilize itself at the new attitude.

We supplied the system with a stochastic environment that injects temporary faults (white noise
signals) on yaw, pitch and roll sensors using finite states machines (Stateflow charts). The faults
occurrences are chosen according to an exponential distribution whose mean corresponds to a Mean
Time Between Failures (MTBF) of 4 s, whereas the fault recovery happens after a duration determined
by an exponential distribution with a mean of 1 s.

The system KPI quantifies the outcome of a given space mission in terms of the average module’s
attitude error over the entire simulation. Let 𝑎𝑠(𝑡) be the system attitude at time 𝑡, and let 𝑅𝑠 be the
target attitudes for the axes 𝑠 ∈ {𝑦, 𝑝, 𝑟} (i.e., yaw, pitch and roll). We define the error attitudes as
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Figure 1: Sample saving (log-scale Y-axis). Figure 2: Time saving (log-scale Y-axis) with 512
simulators.

𝑒𝑠(𝑡) = |𝑎𝑠(𝑡)−𝑅𝑠| for each axis 𝑠. We define our KPI on top of such indicators, that is, the Normalised
Mean Attitude Module Error (NMAME) at time 𝑡 defined as 1

2𝜋𝑡

∫︀ 𝑡
0 max{𝑒𝑦(𝜏), 𝑒𝑝(𝜏), 𝑒𝑟(𝜏)}𝑑𝜏 . It

represents the average over time of the maximum error on the three axes. Note that 2𝜋 is a normalization
factor since the axes values within a rotation range in [0, 2𝜋].

5.2. Results

We conducted simulation campaigns with a horizon ℎ = 60 seconds to compute (𝜖, 𝛿)-approximations
for the ALMA model for 9 different values of 𝜖 (ranging from 1× 10−3 to 1× 10−1) and 3 values for 𝛿
(1×10−2, 5×10−2, 1×10−1). Each experiment has been repeated 10 times, with 10 different sequences
of 𝑖.𝑖.𝑑. scenarios. Simulating the system model under each scenario took on average 7.1654 on each of
our identical machines (2 AMD EPYC 7301 CPUs with 32 cores, and 256 GB RAM). To avoid simulating
the same sequence of scenarios multiple times, we instrumented our tool to store both simulation time
and KPI values for each scenario in a centralized database. This allowed us to accurately compute the
completion time of our algorithm under different values for 𝜖 and 𝛿, when run starting from each of the
10 random seeds.

Figure 1 and Figure 2 show, respectively, the absolute saving in the number of samples and completion
time for several values of 𝜖 and 𝛿 on the ALMA system. If an experiment lands on the upper side of
the (log-scale) y-axis, EBGStop is the winner, i.e., it takes the lower number of samples (Figure 1) or
time (Figure 2) to output an (𝜖, 𝛿)-approximation of the KPI; otherwise, 𝒜𝒜 wins. For each 𝛿, Figure 1
describes the behaviour of all i.i.d. sequences of scenarios (random seeds) obtained for all values of
𝜖. It shows a sample saving ranging from 103 to 107 samples (i.e., simulations) up to a maximum of
31 300 400 with a relative reduction as large as 69.13%. Figure 2, instead, quantifies the actual benefit
we would obtain on a highly parallel architecture with 512 simulators. For each value of 𝛿, it illustrates
the reduction of the verification time (across the 10 i.i.d. random sequences of scenarios) obtained when
using the algorithm requiring fewer samples. The figure shows that although both algorithms are known
to be (quasi)-optimal (in the sense of Section 1), if we were able to select upfront the algorithm requiring
the fewest samples for the actual verification task at hand, we would have cut down completion times
up to 68.41% and up to more than 105 seconds (i.e., more than 1 day of computation).

Figure 1 and Figure 2 delineate that several existing factors may determine the winning algorithm
between 𝒜𝒜 and EBGStop. Based on the qualitative analysis in [34], ln( 𝑅

𝜇𝜖) must be significantly
larger than (i.e., ideally several orders of magnitude greater) than 1/𝛿 so that 𝒜𝒜 would outperform
EBGStop. However, if we consider 𝜇 = 0.0128

1−𝜖 , where 0.0128 is the average �̂� estimated with the
lowest 𝜖 and 𝛿, we can draw different observations. For example, with 𝜖 = 10−3 and 𝛿 = 10−1, 𝒜𝒜
always outperforms EBGStop, where ln( 𝑅

𝜇𝜖) = 11.26 is not significantly larger than 1/𝛿 = 10. With
𝜖 = 5× 10−3 and 𝛿 = 10−1, EBGStop outperforms 𝒜𝒜 and vice versa according to the i.i.d. sequence
of operational scenarios taken into account for the estimate with ln( 𝑅

𝜇𝜖) = 9.65 smaller than 1/𝛿 = 10.
This introduces the sequence of scenarios as an additional source of uncertainty for a priori selecting



the fastest (𝜖, 𝛿)-approximation algorithm, which makes such a prediction unviable in practice.

6. Conclusion

In this short paper, we focused on optimizing the model-based verification of CPSs through SAs. We
observed a substantial reduction in the verification cost if the most suitable algorithm were used.
However, our preliminary results suggest that predicting such an algorithm for SMC-driven verification
of CPSs is an obstacle to overcome.

We are currently working on developing solutions to assist the user in selecting the most suitable
algorithm to formally verify CPSs in safety/mission-critical domains. Indeed, in very recent work
[70], we propose an approach that runs in parallel a finite set of SAs in a similar fashion to AI-based
techniques such as ensemble learning. This approach is particularly effective if the numerical simulation
of the system model is the the slowest step in the verification pipeline, as is the case for complex CPSs.
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